
 

 

Journal of Scientific Research Vol. 62, 2018 : 203-212 
Banaras Hindu University, Varanasi ISSN : 0447-9483 

 
ESTIMATION OF POPULATION MEAN USING TWO 

AUXILIARY VARIABLES IN SYSTEMATIC SAMPLING 
 

Madhulika Mishra, B.P. Singh and *Rajesh Singh 
*Corresponding Author, Email:- rsinghstart@gmail.com 

Department of Statistics, Banaras Hindu University, Varanasi-221005, India. 
 

Abstract 
Through this manuscript, the problem of estimating the population mean in systematic 
sampling using information on two auxiliary variables has been addressed. The 
expressions for the mean square error of the proposed estimator have been calculated 
up to the first order of approximation. It has been shown that the proposed estimator is 
more efficient than other existing estimators for which an empirical study through a 
real data has also been carried out. 
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Introduction 

 It is widely known in the context of literature of survey sampling that the 
efficiency of the estimators of the population parameters of the variable of interest can 
be increased by the use of auxiliary information related to auxiliary variable x which is 
highly correlated with the variable of interest y.  

 Hansel(1942) and Griffith(1945-1946) found systematic sampling to be more 
efficient and convenient in sampling certain natural populations like forest areas for 
estimating the volume of the timber and areas for estimating the volume of the timber 
and areas under different types of cover(Osborne 1942). Systematic sampling is 
generally more precise than simple random sampling and even more precise than 
stratified random sampling under certain specific conditions. Also it provides 
estimators which are more efficient than simple random sampling or stratified random 
sampling for certain types of populations see [Cochran(1946) , Gautschi(1957), 
Hajeck(1959).  Various authors like Kushwaha and Singh (1989), Banarasi et al. 
(1993), Singh and Singh (1998), Singh et al. (2011), Singh and Solanki (2012), Singh 
and Jatwa (2012, Singh et al. (2012a), Singh et al. (2012b), Chaudhary et al. (2012), 
Verma et al. (2012), Verma and Singh (2014), Singh and Singh (2015) and Khan and 
Singh (2015)   have discussed the problem of estimation of population mean using 
information on auxiliary variables in the context of systematic sampling. In this paper, 
we have proposed an estimator for the estimation of population mean using information 
on two auxiliary variables under the framework of systematic sampling. 
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 Let us consider a finite population U of size N consisting of distinct and 
identifiable units U1, U2, U3,…,UN  and number it from 1 to N units in some order. A 
random sample of size ‘n’ can be selected by the following manner; the first unit is 
randomly selected from the first ‘k’ units and then every kth subsequent unit is selected 
till we get a sample of size ‘n’. Thus there will be k samples each of size ‘n’ and 
observe the study variable y and auxiliary variable x for each and every unit selected in 
the sample. 
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are the corresponding intra-class correlation coefficients for the study variable y and 
auxiliary variables x and z respectively. 
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=ρ   are the correlation coefficients of 

the study and the auxiliary variables respectively. 

Here yS , xS and zS  are the population standard deviations of the study variable y and 

the auxiliary variables x and z respectively. xyS , yzS and zxS  are the population co-



  ESTIMATION OF POPULATION MEAN USING TWO AUXILIARY...  205 

 

variances between y and x; y and z; x and z respectively. Also let yC xC  and zC are 
the population coefficient of variation of the study and the auxiliary variables 
respectively. 

2. ESTIMATORS IN LITERATURE: 

 In this section, we consider several estimators of the finite population mean that 
are available in the sampling literature.  The variance and mean squared error’s 
(MSE’s) of all the estimators considered here are obtained under the first order of 
approximation. 

• The variance of the classical unbiased estimator *y  i.e., sample mean is defined  
 as, 
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• Swain(1964), proposed a ratio estimator in systematic sampling as, 
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• The classical product estimator in systematic sampling by Shukla (1971) is 
defined as, 
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 The mean squared error of the estimator *
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• Singh et al. (2011) proposed ratio-product type exponential estimators and are 
given by- 
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 Singh et al (2009) proposed a ratio-cum- product type exponential estimator 
given by, 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+
−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+
−

=
Zz
Zzexp

xX
xXexpyt *

*

*

*
**

RPe    )10.2(  

 The mean square error of the estimator *
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3. PROPOSED ESTIMATOR: 

 For estimating unknown population mean Y  of the study variable we propose a 
class of estimator as follows:  
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 W denotes the set of all possible estimators for estimating the population mean
Y . By definition, the set W  is a linear variety if 
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where, )2,1,0=i(w i  denotes the constants used for reducing the bias in the class of 
estimators. 

 In order to find the Bias and MSE of the proposed estimator, we consider the 
following relative error terms, 
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 Expressing the estimator t in terms of∈’s we get 
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 By expanding the above equation (3.4) and keeping terms only up to first of 
approximation sE' , we can write 
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 Now, subtracting Y  from both the sides of equation (3.5) and then taking 
expectation of both sides, the bias of the estimator t  is obtained up to the first order of 
approximation as: 

w2  exp {‐ E 1 (2+ E 1)‐1} exp { 
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 Squaring both the sides and then taking expectation we get 
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 The MSE of the estimator t  is minimum when 
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 Putting this value of Q in equation (3.8), we get the minimum value for the MSE 
of the estimator t which is by, 
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 From equation (3.3) and (3.9) there are two equations and three unknown. It is 
not possible to find the unique values for s'w i , 2,1,0=i . In order to get unique values 

of s'wi , we impose the linear restriction as, 
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  Where )t(B i (i=0, 1, 2) denotes the Bias in the thi  estimator. 

 Equations (3.3), (3.9) and (3.12) can be written in the matrix form as, 
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 Solving (3.13) we get the unique values of 0w  , 1w  and 2w  as, 
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4.  EMPIRICAL STUDY- 

 To examine the merits of the proposed estimator over the other existing 
estimators at optimum conditions, we have considered natural population data set from 
the literature. The source of population is given by, 
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 Population (Source: Tailor et al. (2013)) 

15=N , 3=n , 47.44=X , 80=Y , 40.48=Z , 56.0=Cy , 28.0=Cx , 43.0=Cz

2000=S2
y  

55.149=S2
x , 83.427=S2

z , 57.538=Syx , 86.902Syz −= , 06.241Sxz −= ,

9848.0yx =ρ , 

9760.0yz −=ρ , 9530.0xz −=ρ , 6652.0=ρ y , 707.0=ρ x , 5487.0=ρ z  

Table-1: MSE’s and Percent Relative Efficiencies (PRE’s) of the estimators w.r.to *y  

ESTIMATOR MSE PRE 
*y  1455.13 100.00 

*
Ry  373.47 389.62 

*
Py  3290.45 44.22 

*
Rey  820.09 177.43 

*
Pey  1044.42 139.32 

*
RPey  235.61 617.61 

t  26.19 5556.86 

 
 The Percent Relative Efficiencies (PRE’s) of the estimators with respect to the 
usual unbiased estimator *y  are obtained from the following mathematical formula. 

100
)(

)( ×=
ESTIMATORMSE

ESTIMATORPRE  

5. CONCLUSION    

 In this paper we have proposed a class of estimator for the population mean in 
systematic sampling using information on two auxiliary variables. The MSE of the 
proposed estimator has been derived up to first order of approximation. Further we 
have used empirical approach for comparing the efficiency of the proposed estimator 
with other estimators for which we have used known natural population dataset, see 
Tailor et al (2013) and the results have been shown above in the Table 1. From the 
Table 1, it is clear that the proposed estimator turns out to be more efficient as 
compared to other estimators because of smaller value of MSE and higher value of 

V (yy)
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PRE. So it is obviously more desirable to use the proposed estimator in practical 
surveys. 
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